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Abstract

The direct numerical simulation (DNS) of the canonical wall-mounted unit cube subjected to two
distinct incident velocity profiles is performed at a Reynolds number where the bulk flow characteristics
are known to become relatively Reynolds number insensitive. The aim of this work is to highlight
the sensitivity of such bluff-body flows to mean shear and to provide a representative set of data
for such flow scenarios where common turbulence modeling techniques often fail. Simple boundary
conditions and a small domain are selected to allow for cost-effective and easy comparisons for model
development purposes. In addition to mean velocity profiles, select turbulence statistics are presented
in detail. Further, the basic efficacy of eddy viscosity models is evaluated and found to be adequate
only for the shear stress components for the bluff-body flows examined here. Other failure mechanisms
for RANS are proposed.

1 Introduction
The case of the wall-mounted cube (WMC) in crossflow and its variants have been of interest to multiple
engineering communities for well over 50 years. High Reynolds number (O ∼ 107) WMC studies take
on the basic characteristics of wind flow around buildings and urban settings and is thus of interest in
city planning, pollution dispersement, and distributed wind energy [1–6]. Mid-range Reynolds number
WMC (O ∼ 105) are useful for examining aerodynamic drag and noise around bluff bodies commonly
occurring in automotive and train freight [7–10]. Low Reynolds number WMC-like flows have more
recently seen interest related to convectively cooled cubic micro devices to improve performance and
longevity of integrated circuitry [11, 12]. From the perspective of a basic roughness element, arrays of
simple cube-like objects have seen extensive interest [13–20], due to their wide range of applicability
from the study of drag, for instance over riveted ship hulls, to urban atmospheric boundary layers.

While these flows are related by the fundamental structure of the obstacles, actual flow conditions vary
widely beyond just the Reynolds number considerations. As identified in [21], the main properties affect-
ing these flow types are the obstacle geometry, incident boundary layer thickness, freestream turbulence,
wall shear stress, and angle-of-attack. Each of these considerations impact the basic flow features in
different ways. For instance, the obstacle aspect ratio will cause the fundamental flow structure to
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transition from the classic three-dimensional separation bubble to a quasi-two-dimensional more fence-
like structure with increasing spanwise aspect ratio, to a backward-facing step as both the streamwise
and spanwise aspect ratios increase, to a square-cylinder type flow with only the vertical aspect ratio
increasing [22]. Such transitions are due to the degree of flow reattachment on the obstacle roof and
the majority of free stream momentum being forced over the sides or the top of the obstacle as opposed
to around all sides and have significant effects of the obstacle flow and wake recovery. Obstacles may be
deeply immersed in a boundary layer and therefore subjected to strong mean shear profiles. Bluff-body
flows are naturally sensitive to incident flow profiles and mean gradients. Due to elevation-dependent
momentum flowing around the obstacle, the resulting wake and recirculation region shape will be dis-
torted accordingly. Additionally, due to sustained turbulent production through the interactions of the
obstacle-induced-turbulence and the mean strain, incoming boundary layer thickness can be expected
to have significant effects on the decay of wake turbulence. Free stream turbulence intensity will vary
greatly from application-to-application or even within a single application. For instance, building and
city level atmospheric turbulence varies greatly with seasons and even throughout the diurnal cycle.
Such changes can be expected to affect the turbulent production in the thin shear layers very near to
the obstacle surface. While the incident flow can be selected or is constant for some applications, e.g.
micro device cooling applications, we have no such control for buildings resulting in a large ensemble
of orientations and potential flow properties and wakes. Thus, there is a need to study the WMC-type
flows in a variety of, and potentially very specific, test conditions.

As a result of the broad application and numerous flow sensitivities, wall-mounted bluff bodies have indeed
seen extensive study. Nonetheless, open questions still remain. Often, the recirculation and wake behavior
are thought to be largely Reynolds number independent at moderate Re [23–25]. However, this is may
be only true for oblique incoming flow. With a sharp leading-edge, the forward stagnation is inherently
unstable and the size of delta-wing vortex formed around the sides of such non-oblique bluff-body
flows is dictated by the viscous dissipation at its core leading lead to Reynolds number sensitivity [26].
Another potential issue is the effects of stratification and stability on an obstacle wake which has, to
date, only been examined for a very small number of obstacle shapes and conditions [27–29]. Actual
field conditions are very difficult to simulate in a wind tunnel and impossible to perform numerically,
without significant modeling, due to the computational costs. Conflicting requirements of high Re
and large boundary layer thicknesses (relative to the cube dimension), varying stability and free stream
turbulence make experiments of such flows very challenging. Only recently [30], have near-atmospheric
stability conditions been achieved in wind tunnels. Naturally, such flow parameters have confounding
effects, making direct application of information drawn from experiments and simulations problematic
in practice.

While specific applications of wall-mounted obstacle flows are certainly plentiful, perhaps the more useful
impact of their study stems from their generally rich flow morphology due to their potential broad-
reaching application. That is, being comprised of many “building-block” features, the basic flow itself
may be useful for both validation and development of turbulence models beyond the information available
from canonical flows with one and two-dimensional means. Flow separation, smooth-wall reattachment,
transition, adverse and favorable pressure gradients, and three-dimensional wall bounded turbulence are
all inherent to the WMC and are all known to cause difficulties with RANS and subgrid scale (SGS)
models. While wake velocity profiles have been demonstrated to be Reynolds number independent for
oblique inflows from Reh ≈ 3000 [23–25] or, at most, Reh ≈ 20K [26], flows at different Reh are still of
prime interest for model development purposes. It is this bulk flow insensitivity to Reh that contributes
to utility of the WMC for this purpose. As Re is increased, the only way for the separation region to
remain unaffected is for the momentum transport terms to exactly balance the increasing inertial forces.
If turbulent momentum transport is significant to the wake dynamics, the wake turbulence must then be



strongly Re-dependent. On the other hand, the wake may be primarily a result of the balance between
inertial and pressure forces. In this case, the increasing turbulent production around the cube resulting
from the increased Re must be balanced by increased turbulent dissipation. Maintaining this balance
is challenging for turbulence models. In the context of RANS, a successful model may need to be able
to predict both the increasing turbulent production and the highly three-dimensional and anisotropic
momentum transport across the separated shear layer and recirculation bubble. Such difficulties, along
with well-documented limitation of linear eddy viscosity models [31, 32], have motivated the addition
of nonlinear terms [33] not of the eddy viscosity form to improve wake prediction. While certainly
encouraging, more work in this direction is warranted. Further, the high Re WMC-like simulations for
building and wind applications precludes wall-resolved simulation and necessitates use of wall functions
(RANS) or wall models (LES). However, with the exception of wall models which rely on separate wall-
resolved simulations [34], functions and models make strong assumptions about the condition of the
unresolved flow such as local equilibrium or law-of-the-wall unresolved profiles [35]. While dubious when
applied in the near-cube recirculation region, such models would be wildly incorrect if applied to the
actual cube surface and cube-edges. Information gleaned from WMC simulations may lead to improved
and robust wall modeling in general.

The work performed here is intended to provide high-fidelity simulation data of a WMC and its near
wake subjected to two different incident velocity profiles and no free stream turbulence. The problem
conditions simulated do not directly correspond to any physical system; the geometry is small and
boundary conditions are idealized. However, it is precisely these simplifications that make the case useful
for the purpose of model evaluation and development. The domain is small enough to be computationally
tractable while being large enough to fully encompass all the most critical near-cube and wake features.
The inflow conditions are easily reproducible and do not require generation of synthetic turbulence. For
LES, generation of resolved free stream turbulence is particularly difficult with a number of different
methods used [36]. Simple inflow conditions obviate the additional ad-hoc simulation complexities
of prescribing synthetic turbulence and associated potential long domains necessary for “healing” of
the inflow. Statistics from computational-simple yet feature-rich simulations, such as Reynolds stress,
production, and dissipation are highly desirable. Though the work presented here is not in and of itself
novel or illuminating, it is the hope of the authors that the simplicity of the cases will make this data of
use for improving RANS and SGS models as well as highlighting the effects of mean velocity gradients
on wake characteristics.

This paper is organized as follows. Section 2 presents a brief, and by no means exhaustive, overview
of the vast amount of related work performed to date. Simulation conditions and simulation quality
assessment are presented in Section 3. Results with a focus on turbulence statistics useful for RANS
model development are presented in Section 4. Finally, concluding statements are provided in Section
5.

2 Background
There has been an extensive amount of experimental and numerical work performed on wall-mounted
bluff bodies. Though the body of work is nearly exhaustive, additional details useful to improve turbulence
modeling remain useful. As previously discussed, this need is more a result of the difficulty in reproducing
wind-tunnel experimental conditions in a simulation as opposed to the number of experiments performed
with available data. Here, we recount significant experiments and simulations and their main findings.
For a more complete list of works related to obstacle flows in wind engineering, the reader is referred to
the reviews [1–4, 37], amongst others.



Early experimental work performed by Castro and Robins [38] for a WMC at Reh ≈ 4000 showed that the
upstream turbulence and mean shear has a strong effect on reducing the size of separation regions and
reducing wake recovery distances. In their study, boundary layer thicknesses of δ99/h = 0.0375 and 10
were considered. The nearly-uniform case was accompanied by a small amount of free stream turbulence
intensity (0.5%) while the thick boundary case a contained a varying and high level of nearly 20% at
the cube height. For both cases, the wake recovered to nearly the incident flow by 4.5 downstream of
the cube. However, by 2h downstream, the thick boundary layer wake had fully reattached whereas
the recirculation bubble for uniform inflow was still present. Profiles of mean velocity and turbulence
intensity are provided at multiple downstream locations. With the large difference in boundary layer
turbulence of the two cases, it is difficult to separate the effects of the mean shear from the free stream
turbulence. The more recent experimental work of Hearst et.al. [39] has revealed the effects of freestream
turbulence to be minimal. Over a range of freestream turbulence intensity from approximately 4% to
10%, they observe only a few percent decrease in wake recirculation length which also appeared to
saturate before the final intensity level probed. However, a single turbulence generation method was
used for all experiments so that it cannot be ruled out that different energy-containing scales would
cause different wake effects. Additionally, the freestream turbulence length scale has been shown to
have a significant effect on pressure fluctuations and reattachment from the leading edge of a bluff
body [40]. Nonetheless, it appears mean shear is the dominate contribution to the differences observed
in [38].

The effects of spanwise aspect ratio on the wake were examined by Martinuzzi and Tropea [21] at
Reh ≈ 40K. Increasing the aspect ratio results in asymptotic approach to a maximum reattachment
length of 7h downstream of the obstacle. From aspect ratios of 1 to 5, the reattachment length increases
linearly from the standard unit cube value of approximately 1.6h to 5h with a shift to a much more
gradual extension of the wake length with increasing aspect ratio. However, the pressure coefficient
leading up to the obstacle was found to continually increase with aspect ratio and similarly decrease in
the recirculation region without any saturation behavior observed up to the highest aspect ratio examined
of 24. In a wind-tunnel simulated neutral atmospheric boundary layer at Reh = 40K, increasing spanwise
aspect ratio was also observed to cause the main horseshoe vortex to grow in size [22].

The effects of angle of attack were also probed in [38] where and angle of 45◦ was examined for both inflow
conditions. They observed very little effect for the thick boundary layer case but a smaller, elevation-wise,
wake recirculation bubble that reattached at the same location. Additionally, wake turbulence intensities
were decreases for the latter case while again begin relatively insensitive for the former. This small effect
of angle was also observed by Snyder and Lawson [22] for unit cubes with wake reattachment increasing
by about 15% for a 45◦ angle of attack. Sand erosion visualization techniques [41] have indicated an
elongation of the wake recirculation region by nearly 2× with increased reverse flow speeds at wind
angles of 30◦ and obstacles of aspect ratios of 2. Thus, it seems the effects of inflow angle are strongly
coupled with obstacle shape and likely does not see a maximum effect at 45◦.

The complexity of WMC flow structure is highlighted by many detailed discussions of the oscillating
vortex shedding and stationary vortex system generated around three-dimensional wall-mounted obstacles
[21, 37, 38, 42–44]. In the Re-independent regime, Schofield and Logan [37] argue for a total of eight
major vortices, including multiple upstream-originating horseshoe vortices, a “roof” vortex, and three
distinct separation vortices. Others [38, 42] have shown multiple vortex formation on the cube roof.
Many wall-pattern flow visualizations have been used towards this end as well [43, 45]. While being of
prime interest for particular engineering applications and useful for model validation, such information
is not useful for model development as they provide no turbulence details. In addition to experiments
which provide Reynolds stress information [], highly-resolved numerical simulations have provided critical



statistics.

Though over 20 years old, the findings of the bluff-body CFD workshop of Rodi et al. [25] are still relevant
today. In their comparisons of multiple simulations from various research groups of the WMC of [21]
in a fully developed channel of height 2h at Reh = 40K, they came to three conclusions. First, while
“law of the wall” models for LES boundary conditions do reduce simulation by an order of magnitude,
they are not reliable for these type of flows. The more recent study of Lim et.al. [26] showed more
advanced wall models are capable of capturing general flow features but poorly predict turbulence levels
for flow around a cube. However, wall-resolved LES has been shown to perform well [46]. Second, time
averaging for over 100 convective times (based on h) is not sufficient for even linear statistics (i.e. 〈u〉)
to converge with asymmetries in the wake profiles clearly visible in all LES simulations. Finally, multiple
unsteady Reynolds-averaged Navier-Stokes (RANS) models over predict the reattachment length of 1.6h
by 60-70%. Subgrid models considered included the basic Smagorinsky [47], dynamic Smagorinsky [48],
and Schumann [49] while RANS models used basic k − ε [50], Kato-Launder (KL) k − ε [51], and KL
with a two-layer approach [52].

It is generally accepted that unsteady vortex shedding makes steady RANS simulations insufficient for the
prediction of bluff-body flows. However, the failures of multiple unsteady RANS (URANS) simulations
in the aforementioned CFD workshop suggests additional model refinements are necessary. The trend
of unsteady RANS models delaying reattachment was also seen in the study of Ratnam et al. [53]
using various forms of the k-ε and k-ω model at Reh = 1870 with a fully developed channel of 3h.
In comparison with the DNS of Yakhot et al. [24], reattachment lengths were again over predicted
the expected value of 1.5h by as much as 55%. The non-linear k-ε model [33] performed the best
with only a 30% over prediction. However, an improved k-ω model [54] provided the best estimate
of the forward separation, off by < 10%, and accurately reproduced the cube-top recirculation. Both
models were found to under predict the the 〈u′v′〉 shear stress component by approximately 50% in the
detached shear layer along the center of the cube from above the trailing edge of the cube to about 1h
downstream. This detailed comparison suggests the main reason for RANS models failing to predict the
correct reattachment length around bluff body flows is insufficient cross-shear layer turbulent momentum
transfer just aft of the obstacle. Improvements with a non-linear k-ε model where shown at a higher
Reh of 5× 104 in a fully developed channel of 2h [33]. In comparison with the experiments of Larousse
et al. [55], one of their proposed “non-linear” models nearly reproduced the reattachment point of 1.5h
with only a small delay of about 17% as well as better reproducing the turbulent kinetic energy around
the cube surface. Elliptic relaxation models accounting for near-wall effects [56] have shown similar
improvements with only a 16% delay of reattachment [57]. This appears to be best performing RANS
model in the literature.

Due to computational cost, few actual DNS have been performed of the WMC geometry. Low Reh
studies (≤ 1500) have been performed by [58] but, as the flows do not become significantly turbulent,
they are not of interest to this work. DNS by Diaz-Daniel et.al. [59] examined a range of WMC from
Re = 550 to 3000 using a laminar Blasius inflow of δ99 = 1h and a turbulent boundary layer of 2.4h.
A large domain of 320 × 27 × 10h and over 500M grid points were used making the study ideal for
extracting a large amount of high-quality data. However, the study focused on the power spectra of
the dynamic structures generated by the cube and little wake or turbulence statistics are provided. A
“tall cube” with aspect ratio 4 was simulated been by Saedi et.al. [60] at Reb = 12K where b indicates
the base width. The building-like obstacle was subjected to an incident turbulent boundary layer of
δ99 = 0.18h. Over 35M grid points where used with a second-order staggered finite difference code so
that the ratio of the grid to Kolmogorov scale, η, was all order unity with an average of ≈ 5 in the wake
region. Detailed wake velocity, Reynolds stress and turbulent production profiles are provided and results



are shown to be in excellent agreement with wind tunnel experiments of [61] and [62]. Vinuesa et.al. [63]
also examined the case of a “tall cube” with aspect ratio 4 subjected to a laminar and turbulent inflow
of Reθ ≈ 1K. No assessment of the simulation quality is presented however, mean wake velocity profiles
are in reasonable agreement with [61]. Additional wake turbulence intensities are provided. Despite the
different simulations and inflow conditions considered, the reattachment point for both [63] and [60] was
nearly the same at ≈ 3.7h downstream of the obstacle.

The most similar DNS to the work presented here is the aforementioned work of Yakhot et.al. [24]
performed at Reh = 1870 using the immersed boundary method. A computational domain of 14h ×
3h × 6.4h and 5M grid points resulted in the majority (> 90%) of grid to Kolmogorov scale ratios
being less than six. While larger than the fully-resolved DNS ratio of ∼ 1.5 [64], the authors believe
calculated Kolmogorov length scales are conservatively small due to local anisotropy. The numerical
method was a second-order staggered formulation with no-slip of the cube enforced through immersed
boundary forcing as suggested by Kim et.al. [65]. However, while the grid was clustered in the wall
normal direction near the channel walls, it seems the same clustering was not performed at the cube
surface. Without cube surface grid refinement, near-surface flow features at the cube, such as production
and reattachment, are questionable. The inlet condition made use of an auxiliary fully developed channel
flow simulation. While certainly closer to common experiments, it is not convenient for the purposes of
model development. Nonetheless, the reported data for turbulent kinetic energy, Reynolds stress, and
dissipation are invaluable for model development.

3 Simulation conditions
Characteristics of the flows of interest for this study include a bluff body subjected to some non-uniform
incident velocity profile to create a region of massive separation and recirculation followed by a wake
with a recovering velocity deficit. We must balance these requirements with the large computational
burden of a proper DNS. To satisfy these requirements, we have performed a small, yet feature rich,
true DNS at a Reynolds number where much of the flow characteristics have been observed to become
largely Re independent [23–25]. In addition to mean velocity profiles, Reynolds stress, dissipation, and
production statistics are gathered to aid in the evaluation and potential development of SGS and RANS
models. To ensure a true DNS, both the ratios of the Kolmogorov length scale to every grid direction
and the wall-normal grid spacing are evaluated.

Details for the simulation are as follows. A uniform cube of dimension 1h is mounted to a smooth non-
slip surface in a box of size (7.5× 3.0× 2.0)h with a wake length of 4.5h. Throughout this paper, the
streamwise direction will be referred to as the x-direction, the “ground” normal as the y-direction, and
the spanwise direction as the z-direction. Unless otherwise specified, the coordinate system is centered
about the base of the cube so that the cube itself extends from (-0.5:0.5) in x, (0:1) in y, and (-0.5:0.5)
in z. Periodic boundary conditions are used on side boundaries and a slip condition is applied at the top
of the domain. Periodicity effectively simulates a series of cubes with a gap of 2h. The slip condition
is not representative of an obstacle in a channel, much less the atmospheric boundary layer, and more
closely represents simulation of a flat plate flow instead of a fully developed channel.

Two laminar inflow conditions are considered: Blassius boundary layer profiles with δ99 of 2h (Case A),
i.e. the cube is immersed in the boundary layer, and δ99 of 0.25h (Case B), i.e. the cube is extends
through the boundary layer. These boundary layer thickness are selected because they represent the
limiting cases of an obstacle experiencing a highly sheared and nearly uniform inflow. The Reynolds
number based on the cube height and maximum inflow velocity is Reh = 3900. Note that a single
Reh is bit misleading due to the large disparity in inflow conditions. For instance, the Reh for case A



(a) Isometric side and top (b) Perspective

Figure 1: Surface mesh topology for wall-mounted cube simulation as constructed in Gmsh [66]. Outer
mesh dimensions are Nx = 91, Ny = 33, Nz = 44. Mesh focusing in the cube region use Ncube = 33, a
cube wall-normal growth factor of 1.05, and a cube to boundary element number of N = 24.

based on the local y-dependent inflow velocity at the cube height would only ≈ 2900. Based on the
bulk velocity, case A Reh ≈ 2500 while case B Reh = 3700. Despite the small domain and simple
boundary conditions, the bulk features of interest for bluff-body type flows are captured in this model
problem.

The spectral element code Nek5000 [67] is selected for its excellent scalability. Approximately 240K 9th
order spectral elements are used to discretize the domain with the mesh topology shown in Fig. 1. The
grid has been carefully constructed with a target of keeping the Kolmogorov length scale (η = (ν3/ε)1/4,
ε = 2ν〈∂ju′i∂ju′i〉) to grid ratios in all directions above 3/(2π) ≈ 0.48 to ensure all dissipative scales of
motion are resolved [64]. For evaluations with the spectral element code used here, we have assumed
the smallest resolvable length scale as ∆ = Le/p, where Le is the element size in each direction and p is
the element polynomial order. The vertical direction (y) was found to be the least resolved orientation
with a minimum η/∆y ratio of 0.49 which safely exceeds the optimal level for resolution of all viscous
scales of motion. This minimum ratio occurs offset from the cube surface in the wake. However, for
the δ99 = 0.25h case, the ratio drops to 0.35 at the same vicinity. Thus, there is a small region in that
case which may be considered marginally a DNS. However, with the majority of dissipation occurring in
scales of motion great than 15η [68], the effects can be assumed to negligible. The wall-normal location
of first element quadrature point is at a maximum of just over unity at the forward corners of the cube
but is generally 0.1 − 0.3 along the cube surface and wake. While a ∆+ > 1 is usually not acceptable
for a DNS, the region of such values are highly localized to edges. Edges and corners for finite element
methods are singular location and therefore we cannot actually expect to apply standard mesh quality
metrics to such locations.

No additional filtering or numerical dissipation is used in the simulations. A single cube-based convective
time takes approximately 16K core hours on the ALCF CETUS platform with CFL numbers kept below
unity everywhere in the domain. Statistics are gathered for 100 convective times, tc, after four flow-
throughs. A mixed method is used with causal time averaging, i.e. explicit advancement of the ordinary
differential equation dt〈φ〉 = 1

Ta
(φ− 〈φ〉), using an averaging timescale of Ta = 10tc, being performed

throughout the simulation followed by averaging over fields sampled every 5tc. Without a homogeneous
direction, local averaging should be performed over a period of time exceeding 100 convective times



for bluff body flows [25]. Thus, our statistics gathering window is marginal but was selected due to
computational resource limitations.

While the inlet velocity profiles, symmetry top boundary condition, low Reh, smooth walls, and overall
small domain are clearly not identical to true obstacle flows in an atmospheric boundary layer, or else-
where, the simulation is still representative of the characteristics of interest and may be used to guide
and progress to modeled turbulence methods which will be computationally feasible.

4 Results
With the exception of illustrative contour plots of the velocity field, cube wall shear stress, and vortex
identification, all results will be presented as line plots over specific directions and offsets along planes.
Such presentation should aid in use of the data for quantitative comparison. Planes considered will be
along z = (0.0,±0.25,±0.5,±0.75 and y = (0.25, 0.5, 0.75, 1.0). Mean quantities presented include
streamwise velocity, turbulent kinetic energy (k), turbulent time and length scales, specific Reynolds
stress components, turbulent production (Pk) and dissipation (ε). Cube-surface shear stress contours
are also provided. Finally, we examine the efficacy of standard eddy viscosity models when using exact
k, ε, and strain.

(a) Case A: δ99 = 2h (b) Case B: δ99 = 0.25h

Figure 2: Time-average velocity magnitudes at a spanwise plane of y = 0.25 (top) and elevation
plane z = 0 (bottom) for both Blassius inlet conditions. Overlaid solid white line (u = 0) highlights
recirculation region shape at u = 0. Velocity field shown with white dashes. Wake reattachment occurs
at 1.1h (case A) and 1.9h (case B) downstream from the cube.

4.1 Bulk flow characterstics

We begin with the general flow structure differences between the two cases. References made other works
are summarized in Table 1 as organized by ascending Reh. The effects of the inlet profile are evidently
significant on all the bulk flow features. The most striking difference is the shape of the cube-wake
separation region (Fig. 2). While case B exhibit the classic separation bubble reported by many others,
e.g. [21], case A results in a smaller, and almost cube-like (elevation-wise), separation region. Across
the span, the smaller wake is triangular as opposed to the common ellipsoid shown by case B. Naturally,



Source Reh(K) Inflow xr xs ysf ysr

Yakot et.al. [24] 1.9 FDC (H = 3h) 1.5 1.2 0.65 0.15
Case A 2.9 Laminar (δ99 = 2h) 1.1 1.5 0.9 0.15

Daniels et.al. [59] 3.0 Laminar (δ99 = 1h) 1.43 2.1 0.81 0.18
Daniels et.al. [59] 3.0 Flat plate (δ99 = 0.42h) 1.45 1.4 0.67 X

Case B 3.9 Laminar (δ99 = 0.25h) 1.9 1.4 0.48 0.18
Meinders et.al. [23] 7.0 FDC (H = 3.3h) 1.5 1.4 X X

Hearst et.al. [39] 11 Flat plate (δ99 = 0.5h) 1.9 X 0.66 X
Lim et.al. [26] 20 ABL (δ99 = 3h) 1.56 X 0.73 X

Hearst et.al. [39] 29 Flat plate (δ99 = 0.5h) 1.88 X 0.65 X
Martinuzzi et.al. [21] 40 FDC (H = 2h) 1.61 1.02 0.5 0.1

Snyder et.al. [22] 40 ABL (δ99 = 0.1h) 1.6 X 0.75 0.15

Table 1: Bulk flow characteristics for simulations presented here in the context of existing works as
organized by ascending Reh for a wall-mounted unit cube. For the purpose of classification, we have use
Reh based on the cube-height velocity for the cases performed here. Column labels: wake reattachment
length (xr), first upstream separation point (xs), front face stagnation point (ysf ), and rear cube
stagnation point (ysr). Fully developed channel (FDC) inflow characterized by Reh and channel height,
H. A wind tunnel simulated neutral atmospheric boundary layer is indicate by ABL. Lengths reported
from cube surface or ground.

this result is consistent with the reduced total inflow momentum for the 2h case and the smaller amount
of momentum flowing around the cube sides. Wake reattachment occurs downstream from the cube at
1.1h for case A and 1.9h for case B. Reattachment results for case B are close to values reported at
Reh = 29K and 19K by Hearst et.al. [39] with both turbulent and laminar inflow conditions. Thus,
we also see bulk flow features are apparently Re-insensitive with laminar inflow condition at Reh ≈ 4K
consistent with the findings of [38] for turbulent inflow conditions. The difference between the fully-
developed channel case of Martinuzzi et.al. [21] can be explained by the difference in domain boundary
conditions. The slip condition used here more closely mimics a flat plate condition as opposed to a fully-
developed channel. Case A resulted in the shortest reported reattachment length though most closely
resembles that of the laminar inflow case of Daniels et.al. [59]. As the latter case falls in-between the
two inflow cases examined here, their reported reattachment length being is consistent with the range
we have measured. Not surprisingly, mean shear is the driving factor for wake behavior. Therefore, such
results appear to be relatively insensitive to free stream turbulence, consistent with [39]. The swirling
waking velocity motion seen for case B in both views about x = 1.2 is consistent with the large arc wake
vortex reported by [21] and elsewhere. This structure is apparently much weaker for case A. Due to the
small domain resulting in block-effects, cube-top speed-ups are quite significant with case B seeing a
maximum mean streamwise velocity of 1.6.

The leading stagnation point shifts down from 0.9h for case A to 0.48h for case B as indicated by region
of zero wall shear (Fig. 3 “front” panel). Also shown in Fig. 3 are secondary lower front face stagnation
points. In response to the shifted stagnation point, the cube-top recirculation region for case B is larger
than case A with a leading edge separated shear layer angle of about 30 degrees as opposed to 15 (side
views of Fig. 2). Cube-top reattachment is apparent along the line of τwall ≈ 0 for case B (Fig. 3 “top”
panel). The profile of this reattachment is consistent with oil-film measurements at both Reh = 40K
and 160K of [45] performed with a 5h turbulent channel. Case A sees reattachment only at the trailing
edge and experiences a band of strong back-flow just before the trailing edge. The significantly more
energetic recirculation region of case B indicated by Fig. 2 is made evident by the back-face shear stress



contours (Fig. 3 “back” panel) with case B seeing over an order-of-magnitude increase in peak wall
shear. However, rear face reattachments are nearly identical at x ≈ 0.16 and agree with all reported
except [21]. Contrary to the rear-face, the side faces for case A actually see elevated wall shear stress
with a complex two-lobe pattern (Fig. 3 “sides” panels). We will return to the side-faces later in this
paper. The overall complexity in wall shear stress displayed in Fig. 3 highlights the difficulty of using
wall models for LES for bluff-body flows.

The first forward separation point appears to be relatively insensitive to the inflow profile with both
occurring at about x ≈ 1.45. However, there are multiple forward separation/saddle points, and this
may explain why the observed values agree well with some sources [23] but do not agree well with
others [21, 24], i.e. the true first separation is very weak and hard to detect. The classic primary horse
vortex is visible in mean velocity profiles (Fig. 2) and is stronger, smaller and closer to the cube for
the case B. The full, and rather complex, horseshoe vortex system is evident when plotting iso-surfaces
of Q-criterion (Fig. 4). The main vortex is shown by the highest vortex magnitude of the iso-surface.
There appear to be four vortices for case A while case B sees some seven vortices. Interestingly, case A
exhibits a horseshoe vortex very near to the cube that is not apparent in Fig. 2 which wraps around to
the wake. A second inner vortex structure tightly follows the cube surface for case A that is within the
first inner vortex. Such near-cube vortex structures are not visible for case B.
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Figure 3: Wall shear stress magnitude at cube surfaces. Multiplicative constant for case A/front C = 50,
case B/front C = 20, and for all others C = 100. Cube face labels correspond to planes as“front”
x = −0.5, “top” y = 1.0, “back” x = 0.5, and “sides” z = ±0.5. Lines of y = 0 are indicated by the
“ground” label. Regions of stagnation and reattachment where τwall ≈ 0.

4.2 Mean streamwise velocity

Figure 5 shows mean wake streamwise velocity profiles offset by distance from the cube center for
elevations of 0.1, 0.25, 0.5, 0.75, 1.0, and 1.25h. Both cases are displayed (A in green on the bottom
and B in blue on the top) and reflected about the centerline to show the relative symmetry in the
mean velocity and contrast the different wake structures. For both cases, a complicated streamwise flow



(a) Case A (b) Case B

Figure 4: Horseshoe vortex system shown by Q-criterion iso-surface (0.5) colored with vorticity magni-
tude. Displayed from bottom looking up over a thin slab of ∆y = 0.25. Main horseshoe vortex for each
case indicated by highest vorticity magnitude upstream of the cube.

pattern is present close to the wall with kinks and sharp transitions at locations of x = −0.5 to 1.0
and y = 0.1 that are indeed part of the mean and are statistically well converged with no double lines
from plotting of both sides visible. An apparent high speed band forms around 0.2h away from the cube
surface and wraps in towards the center in the wake. Smaller low-speed bands flank this accelerated
region. However, by y = 0.25h for case B and y = 0.5h for case A, this more complex flow structure
has been been smoothed out. Clearly, this behavior is due to the horseshoe vortex systems. From Fig.
2b, we see the main horseshoe vortex terminates before y = 0.25h for case B so that there is no similar
complex streamwise flow pattern observed for case B in Fig. 5b. For both cases, at x = 0 for multiple
elevations, back flow is evident with the mean streamwise velocity being negative. However, this is only
present for case A at y = 0.5 and 0.75 while it remains a prominent feature for all case B elevations.
Further, while back flow is present all the way to the end of the cube (x = 0.5) for case B, the flow has
reattached over the cube sides by its trailing edge for all elevations for case A. The wake width for case
B grows over the cube trialing edge to 0.5h downstream to a fairly constant size of at about twice the
cube width for all streamwise locations aft of the cube. For case A, the wake width decreases over the
same stretch to about the cube width. Finally, both the relative recirculation back flow velocity and side
acceleration are significantly higher for case B.

Figure 6 shows mean wake streamwise velocity profiles offset by distance from the cube center for
spanwise planes of z = 0.0, ±0.25, ±0.5, and ±0.75h. Symmetry planes are averaged here for plot line
type clarity. The first streamwise location is a slightly perturbed inlet profile for each case. The side
profiles at z = ±0.75 retain the near-inlet profile up to x = 0.5 for case A but only up to x = −0.5
for case B. For both cases, a region of back flow near the wall is present at x = −1.0 due to the main
horseshoe vortex. Consistent with Fig. 2, this region is smaller and more intense for case B. Contrary to
along the sides as observed in Fig. 5, case A does exhibit back flow all the way the cube trailing edge at
the cube top consistent with wall shear stress (Fig. 3). Though the flow has reattached on the cube top
for case B as previously discussed, there is apparently still significant back-flow above the reattachment
as shown by the x = 0.5 and z = 0.0, ±0.25, ±0.5 profiles. The wake of case A is characterized by
uniform velocity profiles at z = 0.0 and 0.25 below the cube height in the recirculation region with
gradual deviation further downstream. Case B shows an elevation-dependent recirculation region with
the highest backflow velocity at approximately y = 0.2 along the spanwise center. The high speed bands



(a) y = 0.1h (b) y = 0.25h

(c) y = 0.5h (d) y = 0.75h

(e) y = 1.0h (f) y = 1.25h

Figure 5: Time-average streamwise velocity profiles for case A (–) and case B (–) at streamwise incre-
ments along elevation planes offset by 0.25h (exception of first plane at y = 0.1). Streamwise profiles
shown correspond to x = −1.5 to 4.5 in 0.5h increments. Both sides of the velocity profiles are plotted
to show symmetry of the mean wake.

(a) Case A (b) Case B

Figure 6: Time-average streamwise velocity profiles for case A (–) and case B (–) at streamwise incre-
ments of 0.5h along spanwise planes of 0.0h (−), 0.25h (−−), 0.5h (−·), and 0.75h (· · ·) offset from
the center of the cube.

along the cube edge described above for case A are highlighted at x = 0.5 and z = 0.5 with a peak at



about y = 0.2. High speed bands are also present in case B but are confined to the near wall region
of y < 0.2 and are further away from the cube and visible in the z = 0.75 profiles. There is a drastic
transition from the nearly undisturbed inlet profile at x = −0.5 to x = 0.0 at z = 0.75 near the wall
with a large degree of acceleration evident for case B. For both cases, the streamwise velocity is nearly
uniform across the span of the domain by x = 4.5.

(a) Turbulent kinetic Energy (b) Turbulent dissipation

Figure 7: Time-average turbulent kinetic energy dissipation profiles for case A (–) and case B (–) at
streamwise increments of 0.5h along elevation planes of 0.25h (−), 0.5h (−−), 0.75h (−·), and 1.0h
(· · ·). Note different multiplication factors for each case.

4.3 Mean turbulence

Figure 7a shows mean wake turbulent kinetic energy and dissipation profiles, amplified by a factor of
four for emphasis, offset by streamwise distance from the cube as a function of elevation across the
span of the domain. Naturally, the higher overall momentum flow of case B yields significantly more
turbulence at all elevations and streamwise locations. Case B peak turbulence is approximately six times
that of case A. Peak turbulence for both cases occurs at the cube trailing edge centered about the
separation shear layer with small drops near the top of the cube. Peak case A turbulence is very near
the cube surface and offset by less than 0.1h while being further away and offset by over 0.25h for case
B. Turbulence is concentrated along the recirculation region edge and becomes uniform across the wake
further downstream. There appears to be turbulence produced near the wall and far from the cube wall
for case A. As the separated shear layer does not extend this far, such “turbulence” is likely be due to
unsteady vortex motion being included as turbulent fluctuations with the time averaging used here. We
will return to this point later. For both cases, the turbulence is nearly uniform across the domain by
streamwise location of x = 4. However, the slight peak at about x = 0.25 and y = 0.5 seems to persist
for case A. Dissipation exhibits very large peaks at the singular cube corners. These are likely artifacts
of the numerical method. Otherwise, dissipation distributions follow turbulent kinetic energy.

Turbulent kinetic energy profiles are further shown in Fig. 8 as a function of elevation for spanwise planes
of z = 0.0, ±0.25, ±0.5, and ±0.75h. Again, the peak turbulence occurs at the trailing edge of the
cube top and is offset by the shear layer location. For case A, peak turbulence occurs at the edge of the
cube (z = 0.5) and then rapidly decreases by z = 0.75. However, for case B, we see the peak turbulence
occurring along spanwise plans offset from cube. At z = 0.75, the cube-side turbulence is nearly uniform
across the cube height until rapidly decaying at y = 0.1. Only minimal turbulence is observed across the
same location for case A. This difference in turbulence concentration leads to the different wake profiles



(a) Case A (b) Case B

Figure 8: Time-average turbulent kinetic energy profiles for case A (–) and case B (–) at streamwise
increments of 0.5h along spanwise planes of 0.0h (−), 0.25h (−−), 0.5h (−·), and 0.75h (· · ·) offset
from the center of the cube. Note different multiplication factors for each case.

of k spreading from above the cube height in case A with very little produced below the cube height
while being strongly concentrated below the cube height in case B. Naturally, these differences are due
to significantly decreased momentum flowing around the cube sides in case A. The upstream profiles at
x = −1 are interesting as both cases show turbulence focused near the wall in the horseshoe vortices.
This is again likely due to unsteadiness in the vortices and not actual turbulent production. For both
cases, turbulence does not reach the upper boundary in the simulated domain though case A reaches
approximately y = 1.8 while case B turbulence stays closer to the ground. Such wall normal spreading
is certainly retarded by the symmetry boundary condition and the resulting freestream velocity which is
higher than would be without the small domain and symmetry boundary condition.

Figure 9: Time-average 〈u′w′〉 Reynolds stress profiles for case A (–) and case B (–) at streamwise
increments of 0.5h along elevation planes of 0.25h (−), 0.5h (−−), 0.75h (−·), and 1.0h (· · ·). Note
different multiplication factors for each case.

Of course, turbulent kinetic energy by itself does not govern turbulent transport. The spanwise gradient of
the 〈u′w′〉 shear stress will be the primary contributor to the turbulent flux in the streamwise momentum
direction along the sides of the cube/wake while the elevation gradient of the 〈u′v′〉 shear stress will
contribute to the turbulent flux in the streamwise momentum direction along the top of the cube/wake.
Through these stress components, high speed freestream momentum is transported into the wake region.
The auto-correlation of u′ contributes to the inter-component turbulent transfer of momentum. Specific
shear stress components profiles are presented in Fig. 9 (〈u′w′〉), Fig. 10 (〈u′v′〉), and Fig. 11 (〈u′u′〉).
Profiles are selected so that they align with the gradient directions of interest for streamwise momentum
turbulent flux term.



(a) Case A (b) Case B

Figure 10: Time-average 〈u′v′〉 Reynolds stress profiles for case A (–) and case B (–) at streamwise
increments of 0.5h along spanwise planes of 0.0h (−), 0.25h (−−), 0.5h (−·), and 0.75h (· · ·) offset
from the center of the cube.

(a) Case A (b) Case B

Figure 11: Time-average 〈u′u′〉 Reynolds stress profiles for case A (–) and case B (–) at spanwise-planes
increments of 0.25h along planes of 0.0h (−), 0.25h (−−), and 0.5h (−·), and 0.75h (· · ·) offset from
the center of the cube.

Positive gradients of 〈u′w′〉 along the profiles indicate an acceleration in the streamwise velocity due
to turbulent mixing. From Fig. 9 we again see peak shear stress occurring at the trailing edge of the
cube. Within this peak, i.e. in the separation and recirculation region, increasing ∂z〈u′w′〉 shows a
transfer of momentum intro the cube wake. Outside of this peak, increasing ∂z〈u′w′〉 translates to large
bands of deceleration as the higher momentum fluid is mixed with lower momentum wake. Moving
downstream of the cube, the behavior decreases in magnitude but broadens across the span. The 〈u′w′〉
stress component drops rapidly in magnitude for case B from x = 1.5 to 2. From Fig. 2b we see this is
due to the drop-off of the recirculation region. The highest mixing occurs at y = 0.5h for case B while
at y = 1.0h for case A.

Figure 10 shows 〈u′v′〉 across ground-normal profiles. While the magnitude of peak 〈u′w′〉 are drastically
different for case A and B (∼ 7×), the peak magnitudes of 〈u′v′〉 are closer (∼ 2×). This difference
in the relative shear stress magnitudes is due to the amount of momentum passing over the cube top
being more similar for the two cases than what passes around the sides. Again, we see deceleration of
the fluid below 〈u′v′〉 peaks and acceleration in the separation and recirculation regions. However, the
mixing for case A stays focused (though decreasing in magnitude) and moves toward the top of the
domain while, for case B, becoming more diffuse and moving towards the ground. This behavior is due
to the mean inflow gradients in case A with the majority of momentum above the cube whereas the
momentum passing over the case B cube is nearly uniform over its height. The texture of the 〈u′v′〉 are
indicative that the statistics gathering window should be increased for higher-order statistics. At x = −1
we see again what is likely and artifact of the unsteady horseshoe vortices. a vortex with shift back and
forth in the streamwise direction with some unsteady period would register as a 〈u′v′〉 due to the time
averaging used here.



(a) Case A (b) Case B

Figure 12: Time-average turbulent kinetic energy source terms, production Pk ((–) and (–)) and dissi-
pation ε (–), profiles for case A and case B normal to the cube top at streamwise increments of 0.25h
offset from the cube edge. Spanwise planes of 0.0h (−), 0.25h (−−), and 0.5h (· · ·) offset from the
center of the cube. Note different multiplication factors for each case.

(a) Case A (b) Case B

Figure 13: Time-average turbulent kinetic energy source terms, production Pk ((–) and (–)) and dissi-
pation ε (–), profiles for case A and case B normal to the cube side at streamwise increments of 0.25h
offset from the cube edge. Elevation planes of 1.0h (−), 0.75h (−−), 0.5h (−·), and 0.25h (· · ·). Note
different multiplication factors for each case.

Finally, figure 11 shows 〈u′u′〉 along streamwise-aligned profiles. For case B, there is a rapid acceleration
on the sides of the cube followed by deceleration after the cube. Within the wake, a gradual deceleration
is seen until the after the reattachment where the auto correlation contributes to the wake recovery.
Case A does not share the side-cube acceleration but does show the same general wake behavior.

The last turbulence statistic we present are the source terms in the turbulent kinetic energy evolution,
i.e. production and dissipation. Rather than displaying such quantities over the whole domain where
they would be rather small, we restrict this analysis to cube-wall regions. Note that for this discussion,
coordinate descriptions are shifted to the relative cube surface in question. Source terms along paths
normal to the cube top are presented in Fig. 12 while paths normal to the cube sides are presented
in Fig. 13. Not surprisingly, peak production is centered about the separation shear layer and follows
a nearly Gaussian profile. For case A, the elevation of the peak becomes fixed at about z = 0.15 by
x = 0.5. The elevation of the peak continues to grow for case B. For both cases, the peak is not at the
centerline but shifted towards z = ±0.25. Moving further from the cube center results in a sharp decline
in production and the peak shifting towards the cube surface. Case B sees over 4× the peak production



of case A. Shear layer dissipation at the interior of the surface is much smaller over the cube and begins
to emerge as a shallow Gaussian following the peak production by the cube trailing edge. However,
the dissipation does spike at the trailing edge. This is likely due to sharp edges being singular points
where any oscillations in the numerical solution will be included as turbulent fluctuations and register
as a dissipation due to time averaging. The cube edge dissipation does shift further towards the surface
and does not simply follow the peak production like the other spanwise locations.

(a) Case A (b) Case B

Figure 14: Wall shear stress magnitude (multiplied by a factor of 100) and wall normal gradient vector
field at cube side. Regions of high shear (excluding leading edge) are primarily due vertical acceleration.

The side-normal source term profiles (Fig. 13) are significantly more complicated. For case B, at
x = 0.25 and 0.5, the behavior is similar to the cube top behavior with Gaussian production-profiles
moving away from the surface. For case A, this behavior is only observed at x = 0.25 and 0.5 and at
the cube height of y = 1. At all other stations, production oscillations are observed even with relatively
strong negative production at x = 0.5 and 0.75 for case A and at x = 1 for case B. Case A also
displays positive production regions offset a significant distance from the cube surface near the ground.
Both these results would seem to be physically inconsistent with separate shear layers. Such negative
production would represent transfer of energy from turbulent fluctuation to the mean. Such negative
production was also reported in the similar study of Yakhot et.al. [24] however, with a fully-developed
turbulent inflow, they observed the strongest negative production in front of the cube and only small
amounts on the side. Recently, Cimarelli et.al. [69] have also observed such negative production in
bluff-body flows near the leading edge of the structure. They argue this phenomena is due to positive
correlation between the Reynolds stress and vertical mean shear. Spectral analysis of the Reynolds stress
showed a large separation of scales between a low frequency peak, which was responsible for negative
production, and high frequency turbulence, which resulted in a smaller positive production. This suggests



negative production can result where long turbulent structures interact with regions with two- or three-
dimensional mean gradients. Given that the horseshoe vortices wrapping around the cube sides identified
for case A will induce secondary motion in the vertical direction along the cube surface, this mechanism
seem plausible. The lack of these structures for case B is then consistent with a much smaller level
of negative production. Indeed, gradient vector fields along the cube sides reveals the high wall stress
seen for case A is due to positive vertical shear at the surface (Fig. 14). This high shear is due to the
inner-near cube vortex structure identified for case A in Fig. 4 and is not seen for case B.

The proposed negative production mechanism requires Reynolds stress to activate. For case B, the
uniformly positive production across all elevations at x = 0.25 and 0.5 would provide the necessary
turbulence. However, while there is some positive production early with case A, especially towards the
top of the cube, there does not seem to be enough to justify the large amounts negative production
at x = 0.5 or even the small amount very near the surface at x = 0.25. It may be that turbulence is
being generated very near the wall and being convected upward. It is also possible we are observing a
combination of an actual complex phenomenon and artifacts of unsteady flow structures being erroneous
considered turbulence by time-averaging. The positive production regions offset from the surface (z ≈ 0.4
and 0.6) of case A are almost certainly due to this statistical corruption.

(a) y = 0.5h (b) y = 1.0h

Figure 15: Time-average 〈u′w′〉 Reynolds stress profiles for case A (–) and case B (–) at streamwise
increments of 0.5h along elevation planes of 1.0h and 0.5h directly from the simulation (−) and as
calculated from the standard eddy viscosity assumption (−−).

4.4 Implications for eddy viscosity models

In addition to the statistics and behavior just presented, we may make use of the available data to
evaluate the potential efficacy and deficiencies of general RANS modeling with eddy viscosities of the
form νt = Cµk

2/ε (Cµ = 0.09) for bluff-body flows. Of particular interest to the potential improvement
of RANS models through data provided by DNS is the shear layer and wake Reynolds stress. It would
seem likely that the nearly ubiquitous RANS failure mechanism of delayed flow reattachment would
be due to reduced amounts of cross-shear layer momentum transfer. We may examine this hypothesis
constructing a “perfect” eddy viscosity, using the DNS k and ε, and evaluating its ability to model the
locally dominate shear stress via τdij = −2νt〈Sij〉 where the d superscript indicates the deviatoric portion.
Figure 15 shows such a comparison for 〈u′w′〉 along spanwise-profiles at y = 0.5 and 1.0 and Fig. 16
shows the comparison of 〈u′v′〉 along elevation-profiles at z = 0.0 and 0.5, i.e. along the cube center
and edge planes.



From both stress components, we see the standard eddy viscosity model over-predicts the stress in the
separated shear layer along the cube. Excessive eddy viscosity in regions of high shear is a known issue
with RANS models and is usually treated with a limiter on the turbulent timescale used in νt based
on the inverse of the strain magnitude. However, after this point, the basic eddy viscosity model does
fairly well in modeling the respective shear stress components. Besides the shear layer over prediction,
the cube mid-height spanwise 〈u′w′〉 stress is under-predicted past x = 2.5, however, this is already
past the reattachment point. Further, the 〈u′v′〉 component is erroneously large and negative near
the wall at x = 2 and x = ±0.5. From Fig. 2 we see that this local large error occurs right at
reattachment and would lead to accentuation of the recirculation bubble near-wall cusp seen in both
cases. The over-prediction in the cube shear-layer would erroneously lead to too much cross-shear layer
momentum transfer and local turbulent production which would simply extend the excess turbulent
transport downstream. Both these errors would lead to a premature flow reattachment in the wake and
shortening of the recirculation region. As discussed in §2, this is the exact opposite of the common
failure symptom of RANS. Thus, shear stress components do not seem to the root-cause of the failure
of RANS for bluff body flows.

The eddy viscosity-based prediction of the deviatoric portion of the streamwise autocorrelation stress,
τd11, is shown in Fig. 11. The disagreements with the shear stress either too high stress in around the
cube in the separated shear layer or too low stress just after reattachment. That is, the gradients of
these components are of the correct sign. However, for the τd11 component, there are large regions where
the sign of the gradient is incorrect. For instance, for case B at z = ±0.5, a RANS model will decelerate
the streamwise component where is should be accelerating and vice versa. This is also seen for case A
though is more focused towards the cube. Such incorrect behavior would lead to an extension of the
recirculation region. Following the different spanwise profiles, these erroneous regions of deceleration
follow near the edge of the separation bubble highlighted in Fig. 2. Thus, it appears modeling of the
deviatoric portions of the streamwise autocorrelation, and not the shear componets, through an eddy
viscosity models contributes to the failure of RANS models when applied to bluff body flows.

While we have identified one failure mechanism, others possibilities are worthy of discussion. Certainly,
one possibility is models for the secondary RANS scalar quantity, e.g. the models for ε or ω, are simply
not up the task. We have, after all, used the true dissipation in our comparison. Another option would
be the initial turbulent production and transition near the leading edge of the cube is insufficient and
delays the formation of turbulence in the separated shear layer. Such a failure would result in depleted
modeled stress everywhere downstream and delay reattachment. Finally, a third option would be the
observed negative production along the sides of the cube, which we have proposed is at least partially
due to unsteady flow structures being treated as turbulence. Obviously, Boussinesq-based models cannot
provide any negative production and this is certainly a short-coming. However, the proposed corruption
of the reported statistics due to time-averaging highlights another possible error mechanism. While the
simulations performed here are agnostic to such errors, i.e. they only affect the reported statistics and
not the actual flow physics, such errors would corrupt an unsteady RANS calculation. If this is the main
problem, such errors are fundamental to URANS and result from insufficient separation of turbulent and
unsteady timescales. However, the use of Boussinesq’s hypothesis guarantees modeled production to be
positive. Therefore, this failure mechanism in a RANS simulation would result in additional too high of
turbulence production, increased cross-shear layer momentum transfer, and early reattachment. Similar
to the excessive shear layer modeled stress observed over the top of the cube, missing side-cube negative
production would not explain the common RANS failure of delayed reattachment.

Our analysis indicates poor RANS results are, at least partially, due to incorrect prediction of the stream-
wise autocorrelation stress. Modification of the modeled stress, e.g. as done in [33] with non-linear



(a) Case A z = 0 (b) Case B z = 0

(c) Case A z = ±0.5 (d) Case B z = ±0.5

Figure 16: Time-average 〈u′v′〉 Reynolds stress profiles for case A (–) and case B (–) at streamwise
increments of 0.5h along spanwise planes of 0.0h and 0.5h directly from the simulation (−) and as
calculated from the standard eddy viscosity assumption (−−). Note different multiplication factors for
each case.

terms, may fix this issue. However, as the basic eddy viscosity relation has been observed to be adequate
over much of the wake for the shear stress, such modifications may introduce other errors. Perhaps
there is depleted turbulence production around the cube due to either the use of strain-limiters for the
turbulence time scale used in νt or incorrect transition behavior. If this is the case, modifications of the
modeled stress form to improve bluff-body performance should focus on the separation shear layer around
the cube and not the wake. Wake-based model modifications are likely to introduce additional errors
which cancel the underlying failure mechanism. Such modifications are then highly problem-specific and
can be expected to fail in other circumstances.

We conclude that the most fruitful avenues of RANS modeling improvements should proceed along the
lines of examining the performance of secondary scalar models, turbulence production in the near-cube
separation shear layer, and model improvements to the autocorrelation components of the Reynolds
stress. If such issues are found to not be the primary culprit, a lack of separation of scales may be the
issue and eddy-resolving methods, e.g. Scale-Adaptive Simulation (SAS) [70] or some form of LES, are
likely, and unfortunately, necessary for robust prediction of bluff-body flows.

5 Summary
Though studied extensively, the case of the wall-mounted cube appears in many different engineering
applications while efficient and accurate prediction of such flows remains elusive. Thus, there is a
need for modeling improvements. However, simulation of experimental and field conditions is rather
difficult if even possible. Therefore, there is also a need for simple datasets which can be used for model
improvement studies. To this end, DNS of a wall-mounted cube at Reh = 3900 in a truncated domain
with simplified boundary conditions have been performed. Two laminar inlet boundary layer profiles are



(a) Case A z = 0 (b) Case B z = 0

(c) Case A z = ±0.5 (d) Case B z = ±0.5

(e) Case A z = ±0.75 (f) Case B z = ±0.75

Figure 17: Time-average 〈u′u′〉− 2
3〈k〉 Reynolds stress profiles for case A (–) and case B (–) at ground-

normal increments of 0.25h along spanwise-planes of 0.0h, 0.5h, and 0.75h directly from the simulation
(−) and as calculated from the standard eddy viscosity assumption (−−). Note different multiplication
factors for each case.

considered, one with the cube immersed in the boundary layer and another with the boundary layer
much smaller than the cube. Mean velocity profiles and turbulence statistics have been presented and
examined in detail. We have shown the inlet profile to have a large effect on the general separation and
wake structure with the standard recirculation bubble transitioning to a smaller square-like region for the
immersed case. Also for the immersed case, turbulence levels were predictably found to be significantly
reduced primarily due to the reduced momentum traveling across the cube sides and reduced separation
shear. Basic eddy viscosity models for bluff body flows have been shown to be adequate for wake shear
stress components while requiring some form of a strain-limiter in the separated shear layer around the
cube. However, such models are insufficient for predicting the wake streamwise autocorrelation and may
contribute to the common failure of delayed reattachment observed with many RANS models. Analysis
of near-cube production has lead to both further evidence of a previously reported negative production
mechanism for bluff-body flows and potential hazards of conflating unsteady structures with turbulence
statistics as may be done in URANS for bluff-body flows. While the simple test conditions and small
domain used here do not correspond to any real application, it is precisely their simplicity that makes their
results useful for model development. The presented statistics may be used to evaluate and potentially
improve RANS models, LES wall models, and guide LES resolution requirements.
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